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Abstract

Accurate streamflow prediction is critical for en-
suring water supply and detecting floods, while
also providing essential hydrological inputs for
other scientific models in fields such as climate
and agriculture. Recently, deep learning mod-
els have been shown to achieve state-of-the-art re-
gionalization performance by building a global hy-
drologic model. These models predict stream-
flow given catchment physical characteristics and
weather forcing data. However, these models are
only focused on gauged basins and cannot adapt
to ungaugaed basins, i.e., basins without training
data. Prediction in Ungauged Basins (PUB) is
considered one of the most important challenges
in hydrology, as most basins in the United States
and around the world have no observations. In
this work, we propose a meta-transfer learning ap-
proach by enhancing imperfect physics equations
that facilitate model adaptation. Intuitively, physi-
cal equations can often be used to regularize deep
learning models to achieve robust regionalization
performance under gauged scenarios, but they can
be inaccurate due to the simplified representation
of physics. We correct such uncertainty in phys-
ical equation by residual approximation and let
these corrected equations guide the model training
process. We evaluated the proposed method for
predicting daily streamflow on the catchment at-
tributes and meteorology for large-sample studies
(CAMELS) dataset. The experiment results on hy-
drological data over 19 years demonstrate the effec-
tiveness of the proposed method in ungauged sce-
narios.

1 Introduction
Simulating hydrological processes is essential for modeling
a variety of Earth science problems. In particular, accurate
prediction of streamflow in river basins is important for sim-
ulating water cycles needed for a wide range of applications,
including modeling of water quality, agriculture, climate, and
greenhouse gas emissions. Besides, streamflow predictions

(a) (b)

Figure 1: RMSE distribution by (a) the process-based SWAT model
and (b) the global LSTM over all the basins. The rightmost bin in
each figure represents the basins with RMSE ≥ 5.

are also essential for ensuring water supply while also pro-
viding early warnings of floods and droughts, which aids in a
better management of aquatic ecosystems. The central chal-
lenge is about how to extrapolate to out-of-sample scenar-
ios, e.g., predicting flows in ungauged basins, from instru-
mented to non-instrumented hillslopes, from areas with flux
towers to areas without flux data, etc. [Blöschl and Siva-
palan, 1995]. Often such extrapolation is achieved by using
ancillary data (e.g. soil maps, remote sensing, digital eleva-
tion maps, etc.) to help understand similarities and differ-
ences between different areas. The regional modeling prob-
lem is thus closely related to the problem of prediction in un-
gauged basins [Blöschl et al., 2013; Sivapalan et al., 2003].

Traditionally, process-based models (also referred to as
physical models) have been built for streamflow prediction,
and they are often calibrated separately for each river basin.
Most of these hydrological models are calibrated separately
to each specific basin [Arnold et al., 2012]. The calibra-
tion process aims to derive hydrologic parameters for gen-
erating simulations that match available observations. This is
challenging due to the strong interaction between individual
model parameters (e.g., between soil porosity and soil depth,
or between saturated conductivity and an infiltration rate pa-
rameter) [Beven and Freer, 2001], and requires substantial
human labor and computational cost in the calibration pro-
cess. Besides, most physics-based models are necessarily ap-
proximations of reality due to incomplete knowledge of cer-
tain processes or omission of processes to maintain computa-
tional efficiency.

Recently, there has been a growing interest in data-

Proceedings of the Thirty-Third International Joint Conference on Artificial Intelligence (IJCAI-24)
Special Track on AI for Good

7170



driven/machine learning (ML)-based streamflow modeling.
Researchers have found that ML models benefit from learn-
ing jointly from a collection of different basins or locations
because available observations are not sufficient for extract-
ing complex water dynamics from a single basin [Kratzert et
al., 2019; Chen et al., 2022a; Jia et al., 2021c]. Learning
simultaneously from multiple basins requires the ML model
to learn and encode the difference in basin characteristics so
as to differentiate the hydrologic behaviors across basins. To
better show the performance of ML models, we illustrate the
comparison between the process-based SWAT model [Arnold
et al., 2012] and ML model over a set of basins in the United
States in Fig. 1. Despite the promise in predictive accuracy,
ML methods remain limited in extrapolating to basins that are
not included in the training set.

We propose a physics-guided meta-transfer learning ap-
proach that integrates data from multiple basins and adapts
the model to capture the behaviors of each basin. The pro-
posed meta-transfer learning approach aids in model adap-
tation to unseen basins by preserving the learned flow pat-
terns, and thus ensure the generalization performance. Unlike
traditional meta-learning approaches such as model-agnostic
meta-learning (MAML) [Finn et al., 2017], we use a meta
network to learn the parameters for estimating the model
residual of each basin, which is then used to correct the
streamflow prediction based on the physical equation. The
main contribution of this work can be summarized as:

• We integrate a physical equation with the ML model,
which reduces the size of parameters searching space
and improves the model generalization.

• To address the imperfection of the physical equation, we
use a lasso regression model to approximate the resid-
ual of physical simulations and mitigate the bias of the
physical equation.

• We propose to use meta-learning to adapt the model to
unlabeled tasks, i.e., unguaged basins. Specifically, we
train a separate forward neural network to predict the
lasso regression coefficients using static characteristics
of each basin as its input.

• We enhance the physical equation using the approxi-
mated residual for both labeled and unlabeled datasets.
Then we integrate the enhanced equation into the train-
ing process of the ML model.

• We also propose an alternative approach to iteratively
update the simulated output from the enhanced physical
equation and the predicted output from the ML model.
The training process switches between the labeled and
unlabeled datasets.

2 Related Work
Data-driven methods have been widely used to learn how
to predict streamflow from weather drivers and catchment
physical characteristics directly without involving any hy-
drological process [Kratzert et al., 2019; Li et al., 2022;
Sadler et al., 2022]. Depending on whether one or multi-
ple catchments of data are used, the data-driven model will

learn localized or regionalized hydrological behaviors, re-
spectively. A local model uses data from only one catchment.
In contrast, a global model uses data from multiple catch-
ments that encompass a wide range of available hydrological
behaviors.

In particular, neural network-based models [Besaw et al.,
2010; Hsu et al., 1995] are often used as the base model
for data-driven approaches in hydrology. In recent years,
the long short-term memory (LSTM) networks [Hochreiter
and Schmidhuber, 1997], one subfamily of neural networks,
has shown burgeoning applicability in streamflow prediction
tasks [Kratzert et al., 2018]. For examples, [Kratzert et
al., 2019] has shown that using physical characteristics will
train a universal global LSTM-based model that outperforms
process-based individual models given the same forcing data.

Process-based models of dynamical systems are traditional
approaches used to study engineering [Bao et al., 2022] and
environmental systems [Bao et al., 2021]. Despite their ex-
tensive use, these models have several well-known limitations
due to incomplete or inaccurate representations of the physi-
cal processes being modeled. Given rapid data growth due to
advances in sensor technologies, there is a tremendous oppor-
tunity to systematically advance modeling in these domains
using ML methods.

One way to use ML approaches to enhance process-based
models is through residual modeling. Residual is the differ-
ence between the output of a process-based model and the
measured target variable. Thus, residuals capture the portion
of the observed data that is not explained by the model. Sev-
eral approaches can be used to explicitly represent the hidden
information within the residual. For example, existing meth-
ods on symbolic regression [Petersen et al., 2019] and dis-
covering equations [Champion et al., 2019; Both et al., 2021;
Sahoo et al., 2018] provide alternative ways to find hidden
equations from datasets. Symbolic regression outputs a com-
bination of multiplication, division, addition, and subtraction
of variables. This is similar to the lasso regression used in
this work, except that we do not consider multiplication and
division, as they are less interpretable. Also here we assume
the residual has reduced complexity and thus do not consider
differential terms in the residual equation.

3 Problem Definition

We consider N observed basins and M unobserved (or un-
gauged) basins in a region. For each basin i, we are pro-
vided with input features over T daily time step Xi =
{x1

i , x2i , ..., xT
i }. Here input features xt

i form a Dx- dimen-
sional vector, which includes dynamic weather drivers (e.g.,
air temperature, precipitation, evapotranspiration) and static
characteristics of the basin (e.g., soil properties). Addi-
tionally, we have observed target variable (i.e., streamflow)
Y = {yti} for the observed basins on each date. Our objec-
tive is to predict streamflow over all the M ungauged basins
at a daily scale by leveraging the contextual information and
the knowledge learned from the gauged basins.
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4 Methods
In this section, we formally describe our proposed method,
as outlined in Figs. 2 and 3. We first introduce the LSTM
model, which has been widely used for predicting streamflow
in hydrology due to its ability to capture long-term temporal
dependencies and preserve the temporal locality information
of each data point [Feng et al., 2020; Gauch et al., 2021].
Then we discuss the regularization approach, which is further
enhanced by the residual correction and input augmentation
strategies to refine the LSTM model for different basins based
on their physical characteristics. Finally, we develop an alter-
native training method to reduce the residual while having it
guide the model training.

4.1 Preliminaries on LSTM
The recurrent neural network (RNN) model has been widely
used to model temporal patterns in sequential data. The RNN
model defines transition relationships for the extracted hid-
den representation through a recurrent cell structure. In this
work, we adopt LSTM to build the recurrent layer for cap-
turing long-term dependencies. LSTM is a special type of
recurrent neural network, well suited for the task of rainfall-
runoff, basin modeling, and most popular and widely used
in hydrology for predicting streamflow [Chen et al., 2022b;
Li et al., 2022]. The LSTM cell combines the input features
xt at each time step and the inherited information from pre-
vious time steps. Here we omit the subscript i as we do not
target a specific basin.

Each LSTM cell has a cell state ct, which serves as a
memory and allows for preserving information from the past.
Specifically, the LSTM first generates a candidate cell state c̄t
by combining xt and the hidden representation at the previous
time step ht−1, as follows:

c̄t = tanh(Wh
c ht−1 + Wx

cxt + bc). (1)

where W and b are matrices and vectors, respectively, of
learnable model parameters. Then the LSTM generates a for-
get gate f t, an input gate gt, and an output gate ot via sigmoid
function σ(·), as follows:

ft = σ(Wh
fht−1 + Wx

fxt + bf ),

gt = σ(Wh
ght−1 + Wx

gxt + bg),

ot = σ(Wh
oht−1 + Wx

oxt + bo).

(2)

The forget gate is used to filter the information inherited
from ct−1, and the input gate is used to filter the candidate
cell state at t. Then we compute the new cell state as follows:

ct = ft ⊗ ct−1 + gt ⊗ c̄t, (3)

where ⊗ denotes the entry-wise product.
After obtaining the cell state, we can compute the hidden

representation by filtering the cell state using the output gate,
as follows:

ht = ot ⊗ tanh(ct). (4)
According to the above equations, we can observe that the

computation of ht combines the information at the current
time step (xt) and the previous time step (ht−1 and ct−1), and
thus encodes the temporal patterns learned from the data.

In our problem, the final output ŷt is a linear transformation
of ht. The regular loss function is defined as

loss =
1

N · T

N∑
i=1

T∑
t=1

(yti − ŷti)
2 (5)

where ŷti represents the output of the neural networks at ith

basin and tth day.

4.2 Regularization Using Physical Equations
According to the mass conservation law, the streamflow for
each basin i can be simulated based on the information of
rainfall, evapotranspiration, and change of soil water condi-
tions, as follows:

qti = max(0, rainfallti − etti − (swt
i − swt−1

i )), (6)

where rainfallti represents daily average precipitation for
basin i at time t, etti represents evapotranspiration, swt

i repre-
sents the soil water for basin i at time t, and qti represents the
streamflow simulated by the physical equation. In this work,
we estimate the evapotranspiration and soil water condition
using an uncalibrated physical model, SWAT [Neitsch et al.,
2011; Arnold et al., 2012]. Due to the bias of the physical
model in simulating these variables, we use the max opera-
tion on the right-hand side of Eq. 6 to ensure the simulated
streamflow value is non-negative.

We consider the streamflow qti simulated by the physical
equation as pseudo labels. It is noteworthy that such pseudo
labels can be generated for basins and periods without stream-
flow observations. We can modify the training objective (Eq.
5) by enforcing the consistency with physical laws via an
additional physics-based regularization term. This can help
mitigate model overfitting to the noisy measurement and stay
consistent with the physical relationship [Jia et al., 2021a;
Chen et al., 2023]. An additional benefit of adding the
physics-based regularization term is that the computation of
the regularization does not require real labels. Hence, instead
of using the pseudo labels in the labeled dataset only, we also
incorporate the pseudo labels in the unlabeled dataset (i.e.,
M ungauged basins). We can control the weight of regular-
ization by a hyper-parameter λ. The updated training loss
combines true observations yti and the physics-based pseudo
labels qti as regularization, which is expressed as follows:

loss =
1

N · T

N∑
i=1

T∑
t=1

(yti − ŷti)
2

+
λ

(N +M) · T

N+M∑
i=1

T∑
t=1

(qti − ŷti)
2.

(7)

4.3 Residual Correction
One limitation of the regularization method is that the pseudo
labels qti obtained through Eq. 6 may be inaccurate due to bias
of process-based models in estimating evapotranspiration and
soil moisture. As a result, the regularization mechanism in
Eq. 7 may negatively affect the model performance. To ad-
dress this issue, we propose to refine the physical equation by
separately predicting the residual between the pseudo label
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and the observed value, i.e., resti = qti − yti . If such residual
can be modeled, we can use it to update the pseudo label and
improve the regularization in Eq. 7.

To build such a residual-predicting model, we hypothesize
that the residual depends on weather inputs, local watershed
characteristics, and the current streamflow. Let resti be the
output for the i basin at time t and sti = (xt

i, y
t
i) be the input,

which contains the feature vector x and the streamflow value.
We use Lasso regression is to solve the following task:

min
T∑

t=1

(resti − βi,0 − sti · βi)
2

subject to
p∑

l=1

|βi,l| ≤ k,

(8)

where p is the dimension of input (i.e., Dx+1), βi is the con-
stant coefficient for basin i, βi = (βi,1, βi,2, ..., βi,p) is the
coefficient vector, and k is a prespecified free parameter that
determines the degree of regularization. We run the Lasso re-
gression over different basins separately, and each basin i has
its own unique βi. This can help capture distinct hydrologic
conditions across basins.

We emphasize that it is necessary to include the stream-
flow value yti in the input sti in Eq. 8 due to the strong de-
pendency between the residual and the streamflow variations.
However, the true streamflow value is not accessible in unla-
beled basins. So an initial guess for yti (for i in 1 to M ) in
unlabeled basins is required. A straightforward way is to use
the output of a basic LSTM as an approximation of yti and
treat it as the starting point.

Another challenge is that Lasso regression cannot be di-
rectly used for unlabeled basins due to the lack of observa-
tions needed to measure residuals resti. To enable the adap-
tation to ungaged basins, we build a forward neural network
(FNN) to approximate the unknown βi. The input of the FNN
is the static characteristics (included in xti), which describe
the distinctions amongst basins. The output of the FNN is the
Lasso coefficients βi associated with the basin. This is essen-
tially a meta-learning approach, as the obtained FNN model
can learn a mapping from gauged basins that facilitates the
residual prediction on target ungauged basins. The process is
illustrated in Fig. 2.

4.4 Input Augmentation
Inspired by the prior work [Karpatne et al., 2017], we also
augment the input features to the LSTM model with the cor-
rected pseudo label. The augmented input feature vector for
the LSTM is xtaug,i = (xti, qti). The intuition behind this
is to combine the knowledge of physical model and neural
network to overcome their complementary deficiencies and
leverage information in both physics and data. In particu-
lar, the hybrid data model can learn to complement biases of
physical model by extracting complex features from the space
of neural network input, thus reducing our knowledge gaps.
In labeled datasets, we denote

ˆresti = βi,0 + sti · βi (9)
The enhanced pseudo label is calculated as

q̂ti = qti − ˆresti. (10)

Algorithm 1 The proposed alternate training method

Initialize the LSTM and calculate qti through (Eq. 6)
for epoch = 1 : number of alternate epochs do

for k = 1 : number of training iterations on q do
for t = 1 : T, i = 1 : M do

Make residual correction through (Eq. 9)
end for
Train the model using {q̂ti} through (Eq. 10)

end for
for l = 1 : number of training iterations on y do

Train the model using {yti}
for t = 1 : T, i = 1 : N do

Compute ŷti and prepare the data for (Eq. 9)
end for

end for
end for

LSTM

dynamic 
features

static 
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�𝑦𝑦

𝑦𝑦
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�𝑟𝑟𝑟𝑟𝑟𝑟

�𝑞𝑞
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-

Observations

supervised loss
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Figure 2: Diagram for the proposed residual correction method.

Then we can update the LSTM input as xtaug,i = (xti, q̂ti).
In unlabeled basins, we will approximate βi using the ob-

tained FNN because we cannot run lasso regression in unla-
beled datasets. Meanwhile, sti = (xti, yti) and yti is missing,
we use ŷti from basic LSTM as an initial guess. Therefore, we
get sti = (xt

i, ŷ
t
i) in unlabeled datasets, and then we calculate

q̂ti (according to Eqs. 9 and 10) and update xt
aug,i.

4.5 Alternate Training Between Pseudo Labels
and True Observations

As an alternative to the regularization method, the pseudo la-
bels obtained through the physical equation can be used to
pre-train the ML model, which is then fine-tuned with ob-
served labels [Jia et al., 2019; Jia et al., 2021a; Jia et al., 2023;
Chen et al., 2023; Jia et al., 2021b]. The main concern with
this approach is domain shifting [Ben-David et al., 2010],
where fine-tuning in the target domain can distort the general-
izable patterns learned by the pre-trained model, potentially
causing overfitting [He et al., 2024]. To address this issue,
we propose a new approach to alternately train the model on
pseudo labels and true observations.

Specifically, we start training from corrected pseudo labels
q̂ti obtained through Eq. 10, and then train the model on true
observations. After that, we correct pseudo labels q̂ti using the
updated predictions ŷti and repeat this training process (Fig.
3).
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Figure 3: Diagram for the alternate training method on the pseudo
label q̂ and the observed label y.

5 Experiments
We evaluate the proposed method for predicting streamflow
using the continental hydrology data set, CAMELS [Addor
et al., 2017]. CAMELS encompasses a diverse set of basins
across the contiguous US. In our experiments, we use 480
basins from the CAMELS dataset for evaluation. One-half
of the basins are for training and the other half for testing.
In the following, we will describe the datasets and baselines
and also discuss the results of the predictive performance us-
ing the effectiveness of pretraining, residual correction, and
model generalization. All experiments are conducted using
TensorFlow on a computer with the following configuration:
Intel Core i7-8750H CPU @2.20GHz × 6 Processor, 16 GiB
Memory, GeForce GTX 1060, 64-bit Win10 OS. 1

5.1 Dataset and Baselines
Our experiments use the continental hydrology dataset,
CAMELS. The CAMELS data set contains continuous me-
teorologic input, observed streamflow data, and catchment-
dependent spatially varying but temporally static physical
characteristics. CAMELS encompasses a total of 671 basins
across the contiguous US. Due to some basin delineation
errors [Addor et al., 2017], we followed the suggestion
from [Kratzert et al., 2019] to select 480 basins whose bound-
aries are confirmed to be correctly delineated without digi-
tal errors. Each basin is supplied with observed discharge
and climate-forcing data from remote sensing products, cli-
mate models, and data assimilation with daily temporal res-
olution. Additionally, a corresponding hydrological model
(SAC-SMA, Sacramento Soil Moisture Accounting model)
is well-calibrated for each basin and its physical simulation is
also available. Adopting such a wide distribution of basins,
CAMELS provides a comprehensive and detailed physical
description of basins. Selecting only a subset of those fea-
tures as suggested by [Kratzert et al., 2019], we choose 27
physical descriptors from climatology, geomorphology, and
geology perspectives to characterize and discriminate across
basins. The data period starts on 10/2/1989 and ends on
9/29/2008. We use the odd index basins for training and even
index basins for testing. We set the learning rate to 0.001 and

1Code for the experiment is available at
drive.google.com/drive/folders/1umw7gAdfVnPEH_ALn4gnAR1
j_3czFd2i?usp=sharing

update the model for 50 epochs. Descriptions of the baselines
are provided below.

Pre-Train + Fine-Tuning
We pretrain the LSTM model on all pseudo labels and then
train it on true labels. The pre-training process takes 50
epochs.

Alternate Training Between Pseudo Labels and True
Observations
As described in Section 4.5, we train the model with the
pseudo labels for a few iterations, and then tune the model
with true labels. We repeat this alternate training process for
a few times.

Perturbation to the Proposed Methods
To test the robustness of our approaches, we perturb the evap-
oration and soil water data in Eq. 8 and test the model’s per-
formance and robustness.

LSTM + Tradaboost
This is a transfer learning baseline [Chen et al., 2021] with
the aim of transferring the knowledge from simulated data
to real data. It integrates LSTM with instance-based transfer
learning through tradaboost [Dai et al., 2007]. Tradaboost ex-
tends boosting-based learning algorithms and allows utilizing
a small amount of newly labeled data to leverage the old data
to construct a high-quality model for the new data.

5.2 Performance Evaluation
We report the testing performance of different methods for
streamflow prediction in the tables. We also test the perfor-
mance of each model using less training data. In particular,
we randomly select 60 and 120 labeled basins from the 240
labeled basins for training the model. We repeat each exper-
iment five times with random model initialization and report
the mean of the rooted mean square error (RMSE). Next, we
discuss the results from several different aspects.

Pre-Train + Fine-Tuning
The pre-train-fine-tune method is widely used in many ML
applications. As shown in Table 1, the model can achieve
the best performance with less fine-tuning epochs. For
fine-tuning with fewer data (60 basins), we can adopt the
pre-trained model directly to avoid overfitting to this small
dataset. When we are given more training data (120, 240
basins), the model can better learn flow dynamics through
more fine-tuning epochs. For 120 basins, the model achieves
the best performance when fine-tuned with 10 epochs. Com-
pared with the previous case (60 training basins), the model
needs more fine-tuning epochs to learn the useful information
from the training set. For 240 basins, the model performs
the best with more fine-tuning epochs (30 epochs). Here the
target domain (true labels) is of the same size as the source
domain (pseudo labels), and thus it is worth training more
epochs on the target domain. However, one major concern is
that we cannot decide the best number of fine-tuning epochs
before the training. The obtained trend shows that one may
want to fine-tune more epochs in general for large datasets. A
separate validation set can also be used to address this issue.
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(a) LSTM vs. LSTM + regularization (b) LSTM + regularization vs. LSTM +
regularization + residual correction

(c) LSTM + regularization + residual cor-
rection vs. LSTM + regularization + resid-
ual correction + physics input

(d) pretrain + fine tuning vs. alternate
training on pseudo labels and true labels

(e) alternate training vs. alternate training
+ residual correction

(f) alternate training + residual correction
vs. alternate training + residual correction
+ noisy data

Figure 4: Streamflow predictions using different methods. Figure 4(a) is in basin 462. Figure 4(b) is in basin 214. Figure 4(c) is in basin 472.
Figure 4(d) is in basin 462. Figure 4(e) is in basin 492. Figure 4(f) is in basin 462.

General Performance for All Methods
Table 2 summarizes the general performance of all methods
considered in our test. For the regularization-based methods,
the performance is quite similar with the alternate training
methods on large datasets, but becomes much worse on small
datasets. This is because the regularization methods do not
utilize the entire set of pseudo labels, thus making the actual
training datasets very small. Meanwhile, with large datasets,
the regularization methods can even outperform some alter-
nate training methods due to the augmented physics input.
The output of physical model and original features can over-
come their complementary deficiencies and leverage informa-
tion in both the physical model and observation data. The
fine-tuning-based methods are more stable on small datasets
and outperform regularization methods significantly, but they
can suffer from the domain shifting. The tradaboost + LSTM
method achieves accurate predictions on small datasets but
performs poorly on large datasets.

Regularization-Based Methods
Table 3 summarizes the performance of all the regularization
methods. It can be seen that the basic LSTM performs the
worst. The standard regularization can help LSTM stay con-
sistent with the pseudo label, resulting in slight improvement
in predictive accuracy.

We also use regularization on all pseudo labels (including
unlabeled basins) to further handle data insufficiency. With
60 basins of labeled data, the result of regularization-based

method is quite similar to the pretraining methods, both of
which use global patterns learned from all the basins. As
we increase the size of training datasets, the predictions get
worse. It is because the regularization could disrupt the true
underlying patterns that can be learned from observations.

In order to improve the efficiency of regularization, we add
the residual correction method to refine the pseudo labels.
The RMSE gets reduced in every aspect on various training
datasets. Furthermore, we add the corrected pseudo labels to
the model input instead of using them in the regularization
solely, and thus further improve our results. Regularization
+ physics input + residual correction model provides the best
results we can obtain across all the methods.

Alternate Training Methods
Besides the regularization methods, we also utilize the alter-
nate training methods to prevent overfitting. In Table 4, we
compare the 3 methods mentioned above. The plain pretrain
+ fine-tuning model overfits small datasets but achieves an
average performance as the basic LSTM model on the full
dataset. The alternate training methods can mitigate overfit-
ting by switching training domains and preserving the exist-
ing patterns in the pseudo-label domain. Finally, our pro-
posed method (iteration + residual correction) can make an
even better prediction on small datasets (60, 120 basins),
which is the best performance that can be achieved across
all the methods. The improvement is smaller when using the
full training dataset because the corrected pseudo labels do
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basins 0 ep 10 eps 20 eps 30 eps 40 eps
60 2.316 2.535 2.751 3.234 2.878

120 2.357 2.105 2.206 2.651 2.562
240 2.245 2.013 2.020 1.945 2.137

Table 1: Predictive performance (RMSE) of streamflow prediction
using different fine-tuning epochs (ep) in pretrain and fine-tuning
model. We compare the performance by using real labels from 60,
120, and 240 basins.

Method 60 bs 120 bs 240 bs
basic LSTM 11.871 9.384 2.082

LSTM + regularization 10.923 9.036 2.005
pretrain + fine-tuning 4.164 3.037 2.092
LSTM + tradaboost 2.688 2.587 2.302

LSTM + reg + phy + corr 7.316 6.449 1.937
iteration on domains 2.194 2.168 1.995
iteration + correction 2.116 2.133 1.966

Table 2: RMSE using different numbers of training basins (bs) for
50 training epochs. Reg denotes regularization. Phy denotes physics
input. Corr and correction denote residual correction.

Method 60 bs 120 bs 240 bs
basic LSTM 11.871 9.384 2.082

LSTM + regularization 10.923 9.036 2.005
LSTM + reg (all data) 3.011 3.130 3.236

LSTM + reg + corr 9.527 7.703 1.962
LSTM + reg + phy + corr 7.316 6.449 1.937

Table 3: Performance of regularization-based methods using differ-
ent numbers of training basins.

not play a significant role given sufficient real labels.

Robustness of the Alternate Training Method
Table 5 summarizes the model robustness and performance
under noise perturbation. We add 0.02 standard deviation er-
ror to the evapotranspiration and soil water data to test the
robustness of the proposed method. The traditional alternate
training method between pseudo labels and true labels does
not show strong robustness to perturbation, and there is an
obvious RMSE increase. However, our proposed method (it-
eration + residual correction) shows strong stability in han-
dling noisy data due to the residual correction. The effect of
added noise has been canceled during the residual correction
process.

Ablation Study
Figs. 5(a), 5(b), 5(c) and 5(d) show the ablation study be-
tween different methods. Each dot represents a single test
basin and the values in x-y axis denote RMSE. The perfor-
mance varies over different basins and most of the basins con-
centrate on left down corner.

6 Conclusion
In this paper, we propose two methods to handle transfer
learning by leveraging inaccurate physics equations. We ap-
ply the proposed methods to streamflow prediction using real-
world data over a diverse set of basins. To deal with the im-
perfection of physical equations, we use a Lasso regression to

Method 60 basins 120 basins 240 basins
pretrain + fine-tuning 4.164 3.037 2.092
iteration on domains 2.194 2.168 1.995
iteration + correction 2.116 2.133 1.966

Table 4: Performance of pre-training-based methods using different
numbers of training basins. The proposed alternate training method
(iteration + correction) performs the best on small datasets.

Method 60 basins 120 basins 240 basins
iteration on domains 2.194 2.168 1.995

iteration + noise 2.361 2.192 2.018
iteration + corr + noise 2.296 2.144 1.949

Table 5: Model robustness to noise using different numbers of train-
ing basins.

(a) LSTM vs. LSTM + regu-
larization

(b) LSTM + regularization
vs. LSTM + regularization +
residual correction

(c) pretrain + fine-tuning vs.
iteration on domains

(d) iteration on domains vs.
iteration + residual correction

Figure 5: Ablation study for all methods.

correct the residual caused by the rule and then let them rejoin
the training process. Our methods show strong resistance to
data absence and noise interference and a predictive perfor-
mance comparable to that of the model using actual physical
descriptors.

Future work will include the improvement of the approxi-
mation of the physical equation while ensuring that it can be
adapted to ungaged basins. We may also explore advanced
ML models, such as Transformer-based models and other
types of temporal neural network models, to further improve
our streamflow prediction.
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